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Abstract
The lattice strain induced by the thermal evolution of B–B pairs formed in a Si1−xBx /Si layer as
a consequence of He irradiation has been studied in situ in an N2 atmosphere, by using a high
resolution x-ray diffractometer equipped with a hot stage sample holder. The collection of
repeated rocking curves during a linear temperature (T ) ramp allowed monitoring of the effects
of the B–B pair thermal evolution on the epilayer lattice parameter a (and equally its strain)
during the whole of the annealing from room T up to their complete dissolution (883 ◦C). By
analysing the evolution of a(T ) we extracted detailed information about the kinetics of B–B
pair evolution. This allowed us to determine an experimental description of the B–B pair
dissolution path in good agreement with recent ab initio calculations.

1. Introduction

The continuing need to shrink the device dimensions
imposed by the International Technology Road Map drives
the technological and scientific community toward an
extraordinarily detailed study of one of the main problems
connected with B ion implantation in Si: B clustering (BC) [1].
Its comprehension, despite the detrimental action of BC
on B electrical activity, is still an open and key point to
overcome in order to progress in the realization of ultra-
shallow junctions. In fact, information coming from both
experimental [2–5] and theoretical [6–9] methods did not
produce a homogeneous picture of the phenomenon. However,
in order to understand BC, attention must be focused on the
very small BC precursors (BC-Ps). From an inverse modelling
approach with experimental data collected at high temperature,
they were predicted to already form during B implantation or
at the very early stage of the annealing [10]. The information
gap between B clusters and BC-Ps is probably due to the
experimental difficulty in their detection.

Recently, it was observed that the stable B–B pair (B2I)
is the defect formed already at room temperature (RT) as a

consequence of the B displacement from substitutional sites
induced by ion irradiation with MeV H or He beams [11–14].
These B2I pairs could operate as the seeds of large BCs just
during the annealing ramp or in the implantation process itself.

In this work, an in situ spectroscopic approach to high
resolution x-ray diffraction (HRXRD) [15] is exploited to
investigate the B–B complex under thermal annealing in the
RT–883 ◦C range, i.e. until its complete dissolution occurs.
The choice of HRXRD as the main experimental technique
is motivated by the fact that these B–B complexes are very
small and so inaccessible with the methodologies classically
exploited to study defect evolution in semiconductors
(i.e. transmission electron microscopy). In contrast, HRXRD
does not suffer from this limitation [15].

2. Experimental details

A 430 nm thick Si0.9984B0.0016 layer was grown by molecular
beam epitaxy (MBE) on an n-type Si(001) substrate and then
irradiated by a 300 keV, 2.4 × 1015 He cm−2 total fluence
at random incidence (no voids are formed for this low He
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irradiation dose [16]). For further details about both growth
and processing see [17]. Nuclear reaction analysis (NRA),
both in random and in channelling configurations, has been
performed using the 11B(p, alpha)8Be nuclear reaction with a
650 keV proton beam and detecting emitted alpha particles.
For more details see [12]. HRXRD spectra were collected with
a Philips MRD X-Pert PRO™ diffractometer in the triple-axis
configuration. After RT HRXRD measurements on the sample
before and after He irradiation, we used a parabolic mirror and
an Anton Paar DHS 900 hot stage to collect fast ω–2θ scans
(rocking curves (RCs)) in situ with an N2 atmosphere during a
linear annealing ramp (the temperature increased by 3 ◦C every
8 min). The effective temperature at the sample was checked
by measuring the Si substrate dilatation, finding that the sample
follows the holder T within ±(3–4) ◦C.

3. Results and discussion

NRA channelling measurements have been performed on the
as-grown (AG) MBE sample and after its He irradiation (AI).
Angular scans confirmed that all pristine substitutional B (Bs)
(∼95%) was converted into B–B pairs. Their formation
process can be summarized in the following way [11]:
(i) Si self-interstitials (Is) generated by the He beam are
trapped by Bs; (ii) the mobile B–I couple migrates at room
temperature; (iii) a stable, not mobile and energetically
favoured B complex (B–B pair) is formed. The first step is
energetically favoured, since the B–I couple formation has a
binding energy of 0.90 eV [18], while the room temperature
migration of B has been recently evidenced [19]. Finally,
several molecular dynamics simulations and first-principles
studies of the energetics [18, 20, 21] have indicated that a
B–B pair oriented along the 〈100〉 axis is the lowest energy
configuration.

Finally, we neglect vacancy contributions on the basis of
the results of [22], in which it is reported that vacancies anneal
very quickly for T values below RT.

For all these reasons we can say that, after He irradiation,
the B–B pairs are our starting point.

This B clustering is detectable also in figure 1, in which
the RCs of the sample before (open symbols) and after (dash–
dotted line) He irradiation are shown.

There are two main changes induced by He irradiation
in the HRXRD spectrum: (i) the strong shift of the B-doped
layer Bragg peak toward lower angles (B–B pairs reduce by
about 40% [17] of the original negative strain of Bs [23]) and
(ii) the appearance of a shoulder at negative angles aside the
Si Bragg peak, due to the deep (∼1.3 μm) positively strained
damaged region induced by the He implant [17]. The shift
of the B-doped epilayer Bragg peak is the more important
He irradiation effect, since it confirms that all B atoms are
involved in the B–B pair formation (see also the negative
strain profiles of the AG and AI samples in [17]) and that the
epilayer Bragg peak position is governed only by B–B complex
changes. Moreover, the annealing effect on both the epilayer
Bragg peak and the shoulder at negative angles is visible on
observing the RCs collected at 316 and 500 ◦C, respectively
(see the continuous thin line and the dashed line of figure 1):

Figure 1. HRXRD RCs of the AG (open circles) and AI sample
(dash–dotted line). Continuous thin and dashed lines refer to AI
+316 and +500 ◦C, respectively. The very thick grey line is the
simulation of the AI RC. The dashed–circled arrow indicates the
lowering of the compressive shoulder extent, corresponding to
damage dissolution.

while the epilayer Bragg peak spans lower (316 ◦C) and higher
(500 ◦C) values with respect to the AI angular position, the
compressive shoulder monotonically decreases.

The fact that interference fringes are present and their
period, which is related to the negative strained region
thickness, remains the same until B–B pairs are dissolved,
suggests pseudomorphicity of the epilayer, as also verified by
reciprocal space maps (RSMs) recorded around the (004) and
(224) reflections (not reported here). RSMs were recorded
also after the higher T annealing undergone by the sample
(883 ◦C). Also in this case the B-doped epilayer was found
to be pseudomorphic to the substrate. This fundamental fact
allows one to extract the relaxed lattice parameter arel of the B-
doped layer (i.e. the lattice parameter of the epilayer once the
epitaxial constraint was removed) by using the elasticity theory
and just only one (004) RC. Moreover, the arel variation of the
B-doped epilayer shown in the following is not due to thermal
strain, as verified by measuring both AG and AI samples before
and after their cooling from 800 ◦C down to RT, finding no
difference between RCs collected at these two T values (not
reported here).

In figure 2(a) the evolution of arel as a function of the
annealing T is shown (circles). It is clear that arel is not
a simple and monotonic function of T and its behaviour
can be divided into four main regimes (see figure 2(a)),
which alternate a decrease (regimes (A) and (C)) with an
increase (regimes (B) and (D)) of arel(T ). Qualitatively, this
complex trend reveals that B–B pairs inside the layer undergo
many transformation steps at different T values since, quite
reasonably, each of them has to overcome a particular energy
barrier E to occur. In order to extract quantitative information
from this trend, it is useful to consider the derivative of arel(T )

with respect to T , i.e. a sort of ‘strain evolution speed’ plot that
is shown in figure 2(b).

This plot evidences five main peaks (minima and maxima,
marked by arrows) and the related T (see the second column
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Figure 2. (a) B-doped relaxed lattice parameter as a function of the
annealing temperature. (b) Derivative of Istrain(T ) and of arel(T ) with
respect to T (stars and circles, respectively) as a function of the
annealing temperature.

of table 1), indicating the presence of as many main strain
instabilities related to transformation processes in the B–B pair
evolution.

In order to extract the E values associated with each
strain instability, we based our reasoning on the idea that B–B
pairs, thanks to the annealing, evolve into different complexes.
Moreover, each particular complex present in the lattice gives
a particular strain (i.e. the arel value) proportional to its
abundance. When the complex dissolves, the related strain is
released. The complex dissolution happens by overcoming the
energy barrier E . Under this hypothesis, it is possible to write
the following equation that describes the time evolution of arel

due to the complex dissolution [15]:

darel(t)

dt
= (arel(t) − aend)ν0 e−( E

Krt ), (1)

where arel(t) is the epilayer relaxed lattice parameter as a
function of the time, aend is the value assumed by arel(t) once
the process saturates, ν0 is the attempt frequency of the process,
r is the rate of the ramp (and therefore r t = T ), K the
Boltzmann constant and E represents its activation energy.

It is quite intuitive that darel(T )

dT regulated by equation (1)
has a bell shape. In fact, by increasing T , the transformation
process first raises its speed, because of the increasing of
the term ν0 e−( E

Krt ) in equation (1). For higher T the speed
decreases, since arel(t) progressively approaches aend. By some
mathematical elaborations it is possible to demonstrate that

Table 1. Schematic summary of the instability number (column
No 1), and of their thermal location (column No 2), and the
comparison between experimental and theoretical values for the
dissolution barriers E connected to the instabilities themselves
(columns No 3 and No 4, respectively). The last column describes
from a microscopic point of view the processes associated with each
strain instability.

Process Tpeak (◦C) E (eV) Eth (eV) Event

1 253 1.7 — Lattice
arrangement

2 293 1.8 — Is flux
3 352 2.0 (2.0–2.3) [6, 7] B2I2 → B2I
4 475–594 2.4–2.9 (1.8–2.7) [6, 7] B2I → B
5 876 3.8 (3.12–3.75) [26] B diffusion

the maximum value of darel(T )

dT is related to E according to the
implicit relation [15]

Er

K T 2
peak

− ν0 e
−

(
E

K Tpeak

)
= 0, (2)

where Tpeak is the temperature at which the process reaches its
maximum speed. Equation (2) can be numerically managed
and it allows us to find E once Tpeak is measured (see the
third column of table 1). For the calculation we assumed
ν0 = 1013 Hz, i.e. the typical Si phonon frequency, supposing
that the dissolution process is simply thermally activated and
not mediated by interaction with other species.

Once the five E values have been derived (see table 1), we
try to understand the physical origin of the corresponding strain
instabilities. First of all we focus on the two maxima No 2 and
No 5 in figure 2(b). Maximum No 2 originates in the region
in which arel(T ) reverses its trend, i.e. arel(T ) raises its value
for the first time. This is due to the Si self-interstitials (Is)
released by the above mentioned damaged zone produced by
the He implantation [24] and revealed by HRXRD [17]. This
is confirmed by the fact that the Is positive strain, shown by
the compressive shoulder beside the Si Bragg peak of the AI
sample RC (dash–dotted line of figure 1), lowers its extent
by raising T (see for example the RC collected at 316 ◦C
(continuous thin line of figure 1)). RC simulations allow us to
quantitatively extract the strain integral (Istrain) of the damaged
region as a function of T . By calculating dIstrain(T )/dT (see
the stars in figure 2(b)) and observing that a minimum is
present at exactly the same T as the maximum No 2, we can
very reasonably assert that the damage dissolution is the cause
of the strain instability No 2. In fact, Is migrate toward the B-
doped region, interacting with the B–B clusters. This process
leads to an arel increase, in agreement with the results found
in [25], where it was demonstrated that large and complex
B clusters characterized by positive strain can be formed if
Bs interacts with a high Is supersaturation. However the Is
reservoir supplied by the He implant damage is limited and
so the exhaustion of the Istrain, together with the increase of T ,
is accompanied by a new inversion of arel(T ) toward the AG
value.

As regards the instability No 5, the strain profile (not
shown) extracted by simulating the RC taken at 883 ◦C reveals
(i) that the mean strain value in the B-doped layer is lower with
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respect to that found in the AG case and (ii) more importantly,
a pronounced negative strain tail is present between 430 and
650 nm, i.e. beyond the original Si0.9984B0.0016/Si interface.
After checking that the Istrain (i.e. the B dose) at 883 ◦C is the
same as that of Istrain (RT), we can state that these two features
are the fingerprint of B diffusion. This fact is supported also
by the comparison between E5 and the literature B diffusion
activation energy (EDB), which spans 3.12–3.75 eV [26].

The interpretation of minima Nos 3, 4 and 1 is not as easy
as for the previous considered maxima. A comparison with
theoretical predictions, as will be see below, gives us some
suggestions for completing the identification of the B–B pair
evolution steps. Channelling studies [11–14] demonstrated
that, even if the presence of other types of clusters cannot
be excluded (in particular B2Ix>1), the predominant defect
formed after He irradiation is the B2I pair. Very reasonably,
at relatively low T , Is released by lattice damage interact with
a fraction of B2I, leading to the formation of B2I2 complexes.
Then B2I2 and B2I complexes dissolve, giving rise to the strain
instabilities No 3 and No 4, respectively, with E3 and E4

values very close to ab initio theoretical predictions [6, 7] (see
table 1). In particular for minimum No 4, since its width
is probably the convolution of different instabilities thermally
located very close to each other. However, at the end of
instability No 4, arel �= arel−AG. To investigate in more
detail both minimum No 3 and minimum No 4 we performed
NRA channelling analyses for samples for which the linear
rump was interrupted at T = 400 and 600 ◦C, i.e. when the
third and fourth strain instability saturations, respectively, were
achieved. While at T = 400 ◦C all B turns out to be out of
the site, in agreement with the B2I2 → B2I reaction, after
the exhaustion of instability No 4 the minimum channelling
yield lowers, indicating that only part of B is becoming
substitutional, as evidenced by HRXRD. The whole set of
data suggest that after instability No 4, there are a fraction of
other clusters which need a higher T to dissolve. Finally, the
instability No 1 could be connected with some defects present
in the lattice just after He irradiation, whose dissolution is
triggered by moderate T .

4. Conclusions

In conclusion, by means of an unconventional use of HRXRD,
we studied the evolution of B–B pairs formed in crystalline
Si after He irradiation, revealing the main strain instabilities
and the corresponding energy barriers related to the cluster
dissolution mechanisms ((2–3) eV). These latter results
allowed us to determine an experimental description of the
B–B pair dissolution path in good agreement with ab initio
theoretical predictions.
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